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Experiment	Conclusions

• Text-based	features	are	more	effective	than	time-series	
features

• Topic-based	features	can	be	combined	with	the	word-
based	features	to	further	improve	accuracy

• Best	performance	is	achieved	when	word-based,	topic-
based	and	time	series-based	features	are	used	in	
combination.

Future	Work

• Exploration	of	our	features	on	different	datasets	(e.g.,	political	
news	for	election	forecasting)

• Derive	other	topic-based	features	and	explore	how	deep	
learning	can	be	leveraged	for	this	task	test	classifiers	in	addition	
to	logistic	regression

• Show	how	our	features	can	be	utilized	in	concrete	applications,	
e.g.	decision	support	for	stock	trading

Dataset

• Stock	prices	of	53	companies	over	7	years
• Corpus	of	Reuters	and	Bloomberg	news	articles
• Map	companies	to	documents	using	Lucene	index
• Concatenate	documents	per	company,	per	day
• Available	for	download:	http://bit.ly/2qUMxg4

Machine	Learning	Framework

• Classifier:	Logistic-regression	(LR),	3-fold-cross	validation
• Feature	Selection:	Top-k	according	to	chi-square	(!") and	

mutual-information	(MI)

Models

• Vector	Auto	Regression	(VAR):	econometric	model	that	
captures	the	linear	inter-dependencies	among	multiple	TS

• Time	Series-based	Features:	percentage	of	change	in	
opening	prices	as	features	for	LR

• Text-based	Features:	n-gram	features	with	n	=	1,	2,	feature	
selection	and	LDA

Problem	Definition

• Relative	improvement:	Δ$ = (x$() − x$)/x$
• Thresholds:	0 ≤ Δ/ ≤ Δ0

Input	Data:

• Time	series	1 = !), 3) , … , !5, 35
• Text	document	6 = 7), 3) , … , 75, 35
• Label:	89:, 8;: ∈ {−1, 1}

Feature	Construction:

• Word-based	features:

• Raw	count:	@9 A = BCDA3(E A , 7)

• TFIDF	score:	@;FGHF A = @9 A × log )(5M
)(HF H,N O

	

• Topic-based	features:

• Topic	Distribution	(Q6):	R;
• Topic	Change	(SℎU):	R;

V = R; − R;W)
• Topic	History	(XYZ3):	R;
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• How to leverage text data that is related to a time series variable
for time series forecasting
• Presented a general formulation of the problem
• Presented a general strategy for constructing data sets
• Studied general strategies for constructing and combining

word and topical features

Table	1:	Comparison	of	different	

models	(TP)	

Table	2:	Top-5	selected	n-grams	

using	cdand	MI	(TP)

Table	5:	Performances	of	topic-based	features	(CP	/	TP)	


